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Abstract 

The aim of this study is to examine the existence of chaotic structure in agricultural 

production in Turkey by using “Chaotic Dynamic Analysis (CDA)” and to provide an 

accurate forecast of agricultural production. The data of wheat, barley and rice production in 

Turkey obtained from Turkish Statistical Institute (TURKSTAT) covers the period of 1991 to 

2009. Our analysis shows that the supply of the selected agricultural products has a chaotic 

structure. The dynamic system constructed in this study predicted the supply of the year 2010 

with a margin error of 0.5, 5, and 2.5 percentages for wheat, barley, and rice respectively. 

This study is the first attempt using CDA to forecast future agricultural product supply in 

Turkey. The findings of this study will help to produce effective policies to prevent supply 

disequilibrium, and excess price fluctuations. 
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1. Introduction 

Changes in the Earth’s ecological system due to climate change and the increase in the 

demand for agricultural products in recent years have triggered disequilibrium tendencies in 

the markets for agricultural products. One way to eliminate disequilibrium in agricultural 

markets is to increase productivity and efficiency in agricultural sector. The second, as 

important as agricultural productivity, is to be able to forecast agricultural production in the 

next period. In spite of the importance of forecasting agricultural production, Turkish 

Statistical Institute (TURKSTAT) is able to make its first forecast in July every year after 

about 80% of the crop harvested in Turkey. This is indeed not a forecast. The main motivation 

of this work is said to be this shortcoming.       

The aim of this study is to examine the existence of chaotic structure in agricultural 

production in Turkey by using “Chaotic Dynamic Analysis (CDA)” and to provide accurate 

forecasts of agricultural production. The main reason for choosing this method is the 

assumption that crop production has a chaotic structure. The systems that have chaotic 

structure cannot be solved by using deterministic linear models. The supply of agricultural 

products in the next period may be forecasted more accurately by using models suitable for 

the products’ production structure.  

The data of wheat, barley and rice production in Turkey was obtained from Turkish 

Statistical Institute (TURKSTAT) and covers the period of 1991 to 2009. Our analysis shows 

that the supply of the selected agricultural products has a chaotic structure. The dynamic 

system that we constructed in this study predicted the supply of year 2010 with a margin error 

of 0.5%, 5%, and 2.5% for wheat, barley, and rice respectively. These are quite accurate 

predictions compared to the predictions of the linear models. This study is the first attempt 

using CDA to forecast future agricultural product supply in Turkey. The findings of this study 

will help to produce effective policies to prevent supply disequilibrium, and excess price 

fluctuations in agricultural markets. 

The rest of the paper is organized as follows: The next section discuses chaos theory and 

its application in both economics and agriculture. Construction of the dynamic system and 

testing for the chaotic structure of the series of the selected agricultural products are presented 

in section 3. One-year supply predictions of wheat, barley and rice are given in section 4. 

Prediction of the supply of the selected products in 2010 is provided in section 5. Finally, 

section 6 concludes. 

2. Chaos: Theory and Literature 

Chaos referred as ‘non–scheme’ and ‘unpredictable situation’ is defined as ‘irregularity 

pattern’ in science. Perhaps, the most satisfactory definition of chaos concept is the one given 

by physicist Jensen: “Chaos is irregular and unpredictable behaviour of complex nonlinear 

dynamic systems” (Gleick, 1997). Chaos represents a stochastic behaviour that is generated 

by deterministic system (Tsonis, 1992; Medio, 1992). Chaotic series may be expressed as 

non–linear, dynamic and deterministic series (Brock, 1986). A chaotic system is said to be the 

system highly sensitive to initial conditions. A very small change in initial conditions may 

cause system to create very large fluctuations in long term. The dynamics seemed to be 

random in chaotic system might well be the outcome of a deterministic system (Wei and 

Leuthold, 1998). In fact, chaos is a phenomenon that can be controlled if it’s determined. 

Chaos theory may be applied in many branches of science, although it’s emerged in the 

field of science such as mathematics, and physics. The idea that dynamic systems may show 

chaotic behaviour was first seen in the works of J. H. Poincare’s as “three-body problem”. In 

the beginning of the 20th century, Poincare showed that how much a dynamic system depends 
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on initial conditions by modelling the solar system in his study. However the recognition of 

this phenomenon by different disciplines had been in the second half of 20th century. Lorenz 

(1963), in his model of weather pattern with 12 variables, for example, identified that a very 

small change in initial conditions could lead to unforeseen different situations. 

Chaotic dynamical systems usually have attractors that have been called “strong 

attractors”. Fractal dimension (Minkowski dimension) and correlation dimension of these 

attractors provide information about the magnitude of the chaotic structure. Intuitively the size 

of a set should be a natural number, particularly the topological dimension. There are 

dimensions that the size of a set can only be natural numbers. However, there are sets that 

characterize the size of these sets with the natural numbers doesn’t seem to be realistic. For 

this reason, all non – negative real numbers may be the size needed. Trailers of fractals and 

chaotic dynamical systems are often the sets of this type.  

A reconstruction of a dynamic system from a time series obtained from a specific system is 

based on a theorem of Takens (1981). According to this theorem, there are similarities 

between the original dynamic system and the dynamic system generated. Therefore, it’s quite 

possible to have information about the structure of the original dynamic system by using the 

dynamic system generated. For example, one can determine whether a system has a chaotic 

structure by calculating the Lyapunov exponents of system generated by using a time series 

(Wolf et al., 1985; Eckmann and Ruelle, 1985; Eckmann et al., 1986, Bryant and Brown, 

1990; Brown, 1993). Fractal dimension or correlation dimension of the attractors of the 

reconstructed dynamic system may also provide information about the chaotic structure of 

original dynamic system (DeGrauwe et al., 1993).  

Although long time series are preferred in investigating the chaotic structures of the systems, 

it’s possible to examine the chaos by using relatively short time series (Rosenstein et al., 

1993; Sakai et al., 2008). If the generated system is chaotic, then it’s possible to make short-

term predictions (Sakai et al., 2008; Casidagli, 1989). 

 

2.1. Chaotic Approach to Economic Modelling  

The first step in chaotic dynamic approach is to determine the classic ‘white noise’ or ‘chaotic 

noise’. BDS test proposed by Brock et. al. (1986) is a test developed to check if there is any 

random or unknown structure in a given time series. This test is very important in 

determination of whether a series repeats itself in a systematic way or has any random values 

or not. The problem emerging frequently in economic modelling is the use of deterministic 

equilibrium models observed mostly in irregular movements of time series and random 

looking fluctuations. Superiority of nonlinear chaotic models is that they enable us to drive 

this kind of irregular moments without stochastic variables (Bacsi, 1997).  

Establishment of models that have chaotic dynamics is quite simple in economics. Collett 

and Eckmann (1980) showed that any shifting relation in x(t+1) curve as a function of x(t) is 

hill-shaped. Moreover, this kind of behaviour may be constructed by using appropriate 

parameters. The most fundamental problem of the existence of chaos in an economic time 

series is to model the noise, trend, and general structural changes of the time series. While 

changes in the structure of series may be modelled by ARCH (autoregressive conditional 

heteroscedasticity) or GARCH (generalized autoregressive conditional heteroscedasticity) that 

allows changing mean and variance, modelling the noise and the trend in series is much more 

difficult. These problems are usually due to lack of sufficient number of observations. 

Hinich, BDS, White and Kaplan tests are the tests used in investigating the existence of 

non-linear structure and chaos in economic variables. Grassberger-Procaccia (GP) Correlation 
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Dimension test based on restructuring of phase space is another test used in investigation of 

the existence of chaotic structure in time series. 

The most prominent feature of chaotic systems is being highly sensitive to initial 

conditions. One way used in determining the sensitive dependence on initial conditions of the 

system, or the existence of chaotic structure, is the method of Lyapunov exponent (Barnett 

and Serletis, 2000). Lyapunov exponent measures exponential changes in the mean level of 

convergence or divergence between paths due to infinitely small differences in initial 

conditions of series (Barnett and Serletis, 2000). A positive Lyapunov exponent indicates the 

existence of chaotic behaviour in the series. Therefore, Nychka et al. (1992) proposed a 

regression method for testing positive dominant Lyapunov exponent. Lyapunov exponent 

approach, however, used to analyse the existence of chaotic structure in series requires both 

long time series and more sensitive to dynamic noise (Barnett and Serletis, 2000). 

The applications of chaotic approach in economic modelling are observed to be 

concentrated more in financial markets. There are two reasons for this: First chaotic dynamic 

analysis methods require long time series. The data on financial markets are quite suitable 

because one may find hourly, daily and weekly data for financial markets. Secondly, 

prediction of future price and/or return realizations of estates are very important in these 

markets.  

One of the first studies investigating the existence of chaotic structure of securities is the 

work of Frank and Stengos (1989) using GP correlation dimension and Kolmogorov entropy 

for daily, weekly and two weekly returns of silver and gold markets for the period 1974 – 

1986. The study shows that gold and silver yield series have chaotic behaviour, and obtains 

the result that price changes in securities can be estimated for a short term. Hsieh (1989) in his 

study describing the nonlinear dependence of five different exchange rate series found that the 

GARCH model explains a large part of the nonlinear dependence of series. Lee et. al. (1993) 

found the existence of nonlinear structures in weekly changes of stock exchange market 

indices of four emerging Asian (Hong Kong, Korea, Singapore, and Taiwan), Japan and US 

markets. Abhyankar and Copeland (1997) explored whether there is a low dimensional 

chaotic process in these markets and tested for nonlinear dependence in security markets. 

They showed the presence of nonlinear structures, but found that these series don’t have a low 

– dimensional chaos.  

Harrison et al. (1999), in their study on Standard and Poors’ composite index series 

consisting of 16127 observations between 1928 and 1987, investigated the existence of 

chaotic structure and found a strong degree of chaos in S&P 500 series by using the GP 

correlation dimension test. Serletis (1995) examined the chaotic dynamics of monthly money 

supply series from 1960 to 1992 by different methods and concluded that money supply series 

were chaotic in the period examined. In another study investigating the chaotic structure in the 

series of black market exchange rates of seven Eastern European countries by using the BDS 

test, NEGM test and Lyapunov exponent approaches, Serletis and Gogas (1997) identified the 

existence of a chaotic structure in the series of Russian Rouble and East Germany Mark. 

Panas (2001) tested if there is long-term memory and chaotic structure by price series of six 

selected metal products in London metal market. In this study correlation dimension, entropy 

and Lyapunov exponent for the returns of metal products were used in determining the 

chaotic behaviour. The findings showed that metal price series shows time dependent varying 

volatility and large skewness and kurtosis (Panas, 2001). That means that the series are not 

normally distributed and suggests the presence of nonlinear dynamics in these series. 
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2.2. Chaotic Approach to Modelling Supply and Demand of Agricultural Products  

The first dynamic system developed to explain the cycles in agricultural production was 

perhaps suggested by Cobweb. The Cobweb model was then replaced as Cobweb theorem in 

the literature of agricultural economics. This model argues that the imbalances between 

supply and demand of agricultural products leading price fluctuations is the result of supply 

decision of next period taken based on the current market data in this period. These 

imbalances in the market for agricultural products that have different elasticity of supply and 

demand are an inevitable phenomenon.  

While there are a number of studies modelling the chaotic structure in price or returns of 

goods or asset, there are a few studies investigating the chaotic structure in crop production 

series. Perhaps the first study investigating the chaotic structure of variables in agriculture, 

crop production or ecological system is May’s (1976) discrete logistic model showing the 

chaotic structure of the ecological system. However, the one – dimensional discrete model 

derived from ecological data to determine the chaotic behaviour wasn’t very successful 

(Sakai, 2001).  

Chavas and Holt (1993), on the other hand, in his study examining the deterministic 

chaotic structure of pork production found evidence of the existence of chaotic structure by 

using GP correlation approach. Similarly, Chiarella (1988) found chaotic behaviour in the 

parameters of Cobweb model used to determine the price dynamics in fully competitive 

markets. Cromwell and Labys (1993) examined the movements of monthly cocoa, coffee, 

rice, sugar, tea, and wheat prices between the years of 1960 – 1992 and found nonlinear 

dependence in the cocoa, tea, and sugar prices by using GARCH (1,1). Moreover, by using 

the Lyapunov exponent, they showed that wheat price has a chaotic structure. Burton (1993) 

showed the existence of chaos in the model of agricultural products by using the logistic map. 

The Response Surface Methodology (RMS) developed by Turchin and Taylor (1992) has 

been emerged as a new alternative in determining the chaos in ecological systems. Sakai 

(2001) determined low dimensional deterministic chaotic structure in a corn production series 

by using RMS. Similarly, Tilman and Vedin (1993) identified the chaotic surge in grass 

production. Sakai et al. (2008) examined the chaotic dynamics in the ecological time series 

with a very few data and found that the system has a chaotic structure. In the same study, they 

found also that tangerine production exhibit chaotic behaviour.  

3. Chaotic Dynamic Analysis of Selected Agricultural Products and Supply Predictions 

This study argues that the supply of barley, wheat and rice produced in Turkey has a chaotic 

structure. In order to verify this, we first test if the production of these agricultural products 

shows a chaotic structure by using Lyapunov exponents calculated by following Sakai et al. 

(2008). After evaluating the calculated Lyapunov exponents and showing that the series has a 

chaotic structure, we predict the next year’s supply of these products.  

The data on the production volumes of the provinces were obtained from Turkish 

Statistical Institute (TURKSTAT) from 1991 to 2009. Barley, wheat and rice production data 

are examined separately. While we used provincial data for barley and wheat production, we 

used regional data for rice production.  
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Following Sakai at. al. (2008), let i and t denote province/region and year respectively. 

The series for wheat and barley may then be written as follows:  

 

where 

i = Adana, Adıyaman, ……………….., Zonguldak. 

t = 1991, …………, 2009.  

Regional time series for rice is constructed in a similar approach; 

 

where 

i = Region 1, Region 2, ……………….., Region 6. 

t = 1991, …………, 2009.  

The points of three-dimensional space (R3) are obtained from provincial time series of 

each product over the years,  and denoted by; 

 

In other words, the time series are embedded to R3. A dynamic is defined in R3 by setting 

the next period value of any  to the point . To determine whether the 

system has a chaotic structure, after selecting a point , the neighbouring points were 

determined. The same calculations were repeated by changing the neighbouring points from 4 

to 12. The k points near to the point  are shown as: 

     .  

 If the distance between  and  is , then the point  

representing points sufficiently near to the  may be formulated as follows: 

 

One-step evolution of , i.e. , may be written as the distance-weighted 

average of : 

 

To determine the Jacobian matrix around , again k points near to the point 

are determined in R3. These points are defined as R(i, t, p), where p=1, 2, …..k. Let the 

difference between R(i, t, p), p=1, 2, …..k and V(i, t) be; 
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If the Jacobian matrix around V(i, t) is G(i, t), then it should be 

z(i, t, p) »G(i, t)y(i, t, p) p =1,2,...,k . 

In order to determine whether the time series of the supply of barley, wheat and rice have 

chaotic structure, Oseledec eigenvalues of the matrix is calculated by taking time shift for one 

year as follows: 

. 

The eigenvalues at the point  are the local Lyapunov exponents. Finally, the 

existence of positive eigenvalues (positive Lyapunov exponents) is the indicator of being 

chaotic. 

The chaotic structure of barley, wheat and rice production in Turkey is determined by 

considering Lyapunov exponents. Three-dimensional dynamical systems for each product are 

separately built from the data between 1991 and 2008. Thus, the system will have 3 different 

Lyapunov exponents. However, existence of one positive Lyapunov exponent in the system is 

sufficient in determining the chaos.  

In generating Jacobian matrix, different neighbouring points from 3 to 12 are used. In 

each case, it is found that one of the Lyapunov exponents of cities or regions is always 

positive, one is around zero and the other is negative.  

Lyapunov exponents obtained for each product are given in Table 1. The table shows that 

Lyapunov exponents vary between 1.17 and 1.48 for barley, 1.1 and 1.58 for wheat, and 0.58 

and 1.42 for rice provincial or regional data and are all positive for each product. This finding 

clearly implies that wheat, barley, and rice production in Turkey have a chaotic structure. 

 

Table 1. Lyapunov exponents for Turkey 

 Year   Barley Wheat Rice 

1993 1.37 1.39 1.01 

1994 1.36 1.43 1.01 

1995 1.30 1.44 0.97 

1996 1.42 1.31 0.96 

1997 1.46 1.58 1.30 

1998 1.48 1.38 0.84 

1999 1.25 1.47 1.11 

2000 1.36 1.37 0.83 

2001 1.20 1.24 0.58 

2002 1.19 1.15 0.67 

2003 1.30 1.38 1.20 

2004 1.32 1.27 1.15 

2005 1.29 1.24 1.42 

2006 1.43 1.46 1.04 

2007 1.39 1.38 0.92 

2008 1.17 1.10 0.73 
Source: Calculated by the authors using the data TURKSTAT (2010) data. 

 

2

1

]),(),([),( TtiGtiGtiO 

),( tiV



Forecasting Agricultural Production   Demir et al. 
 

72   

4. Annual Supply Predictions of the Selected Products 

The next year value of production of barley, wheat and rice is predicted as follows: Let 

 denote the next year predicted value of the product that is obtained from the point

. The predicted value may be written as follows: 

X̂ (i,t +1) =U (i,t)+G(i,t)(X (i,t)-V (i,t))  

Thus, the predicted supply of the product is equal to the first component of predicted 

production. The estimate of Turkey's total production is obtained by summing the 

provincial/regional predictions.  

Annual supply predictions of barley, wheat and rice are obtained for neighbouring points 

5 and 6. The most accurate results in most cases were obtained for the neighbouring point 5.  

Production predictions of barley for five and six neighbouring points and the actual 

production values  are given in Figure 1-2. Predicted values from the year 1994 to 2004 are 

quite close to the values of the actual production of barley. The predicted value of the year 

2000 and 2004 were obtained with a zero percentage error. However, the actual production is 

underestimated between the years 1995-1999 and over predicted between the years 2001-

2004. The average prediction error for barley is about 0.6 percentage points. 

The barley production has not been predicted exactly during the analysis period for 

neighbouring point 6. Predicted values are very close to the actual ones in the years 2000, 

2001, 2002 and 2006. The ratio of error is 2 percent for the years 2000, 2001 and 2002, while 

the deviation turned out to be 1 percent for the year 2006. The largest deviations of predicted 

from actual values realized in 2007 and 2008. Prediction error is 16% in 2007 and 23% in 

2008. Percentage of prediction error of neighbouring point 6 prediction is about 2 percent. 

 

Figure 1: Barley 5 Point Predictions 

 
Source: Calculated by the authors. 
Note: Right axis is the percentage error. 
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Figure 2: Barley 6 Point Predictions 

 
Source: Calculated by the authors. 

Note: Right axis is the percentage error. 

 

Wheat production prediction for five and six neighbouring points together with the actual 

production values  are shown in Figure 3-4. The closest results to the actual production value 

are obtained for the years 1997 and 2002. The prediction error in these years came out to be 1 

percentage point. Wheat production has not been precisely predicted during the analysis 

period. Prediction error is the highest in years 2009 and 2007, with 14 and 15 percentage 

points respectively. Average error of predictions is obtained as 1 percent in the period 

analysed. 

Actual and predicted production for six neighbouring point for wheat are found to be the 

same in the year 2002. The highest margin of error was in the year 2006 with 16 percent. The 

error percentage of average of predicted values is 1 percent in the analysis period. The results 

on the wheat production, shows that the neighbouring 5 point predictions were better than the 

neighbouring 6 point predictions.  

The rice production is predicted for 6 different region of Turkey since rice is not 

produced in every province of Turkey. These regions are as follows: 

1st region: Edirne, İstanbul, Kırklareli, Tekirdağ 

2nd region: Balıkesir, Bursa, Çanakkale, İzmir 

3rd region: Ankara, Bolu, Çankırı, Eskişehir, Zonguldak, Kırıkkale, Karabük, Düzce 
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6th region: Adıyaman, Artvin, Bingöl, Bitlis, Diyarbakır, Elazığ, Erzurum, Hakkâri, 

Malatya, Mardin, Siirt, Şanlıurfa, Batman, Şırnak, Iğdır. 
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Figure 3: Wheat 5 Point Predictions 

 
Source: Calculated by the authors. 

Note: Right axis is the percentage error. 

 

Figure 4. Wheat 6 Point Predictions 

 
Source: Calculated by the authors. 
Note: Right axis is the percentage error. 
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highest deviation of predicted value from actual value in rice production is realized in year 

2005. The error is about 55 percent in this year. 

 

Figure 5: Rice 5 Point Predictions 

 
Source: Calculated by the authors. 

Note: Right axis is the percentage error. 

 

Figure 6: Rice 6 Point Predictions 

 
Source: Calculated by the authors. 

Note: Right axis is the percentage error. 
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5. Supply Predictions of Selected Products in 2010 

The predicted values of production of barley, wheat, and rice in 2010 were obtained by using 

the data of 1991 – 2009. The values of the actual production quantities are obtained from 

TURKSTAT’s bulletin ‘Crop Production (Final Results)’ published on March 25 of 2011. 

Actual production in 2010 and predicted productions (neighbouring 4, 5 and 6 points) are 

shown in Figure 7. The amount of actual barley production in 2010 was 7.2 million tons. The 

amount of barley production was predicted as 8.9 million tons obtained with estimate of the 

neighbouring point 4. Neighbouring 5 and 6 points predictions were found to be 9 and 7.5 

million tons, respectively. The best prediction for barley production is obtained with 

neighbouring 6 point estimate in 2010 with 5 percentage point error. 

 

Figure 7: Predictions of barley production in 2010 

 
Source: Actual production data in 2010 is obtained from TURKSTAT 2011 Bulletin. 

Note: Right axis is the percentage error. 

 

The amount of actual wheat production in 2010 was 19.6 million tons (see Figure 8). We 

predicted the year 2010 production of wheat as 18.4 million tons obtained with estimate of the 

neighbouring point 4. Neighbouring 5 and 6 points estimates turned out to be even better. The 

predictions were 19.2 and 19.5 million tons. The best estimate for wheat production in 2010 

was the neighbouring point 6 prediction with 0.5 percent error. 

Actual and predicted values of rice production in 2010 are presented in figure 9. The 

amount of actual rice production in 2010 was 860 thousand tons. The 4, 5, and 6 neighbouring 

point predictions of rice production were found to be 985, 838, and 780 thousand tons. The 

best estimate for rice production in 2010 was the neighbouring point 5 estimate with 2.5 

percent error. 

 

 

  

0.24	

0.26	

0.05	

0.00	

0.05	

0.10	

0.15	

0.20	

0.25	

0.30	

0	

1	

2	

3	

4	

5	

6	

7	

8	

9	

10	

neighbouring	point	4	 neighbouring	point	5	 neighbouring	point	6	

m
ill
io
n
	t
o
n
	

predicted	produc on	in	2010	 actual	produc on	in	2010	 percentage	error	



World Journal of Applied Economics (2015), 1(1): 65-80 

 

  77 

Figure 8: Predictions of wheat production in 2010 

 
Source: Actual production data in 2010 is obtained from TURKSTAT 2011 Bulletin. 

Note: Right axis is the percentage error. 

 

Figure 9: Predictions of rice production in 2010 

 
Source: Actual production data in 2010 is obtained from TURKSTAT 2011 Bulletin. 

Note: Right axis is the percentage error. 

 

6. Conclusion 

This study examines the existence of chaotic structure in the supply of wheat, barley and rice 
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therefore, proposes a new model of forecasting by using chaotic approach for agricultural 

production. 

Our analysis based on the data of wheat, barley and rice production in Turkey obtained 

from Turkish Statistical Institute (TURKSTAT) shows first that the supply of the selected 

agricultural products have a chaotic structure. Our dynamic system constructed predicted the 

yearly production of barley and wheat in Turkey quite accurately from 1994 to 2009. We 

predicted the supply of year 2010 production with 0.5 percentage error for wheat, 5 

percentage error for barley, and 2.5 percentage error for rice. This study is the first attempt 

using CDA to forecast future agricultural product supply in Turkey.  

This study, by proposing a new model of predication of the future values of agricultural 

supply, will help to produce effective policies to prevent supply disequilibrium, and excess 

price fluctuations. 
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